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*Abstract*—**This project aims to create a multi-module system to deal with issues related to healthcare personal record keeping and communication. There are three modules working synchronously. The process of extracting meaningful information from the prescriptions and storing them in a database is done in Module 1. In Module 2, a fine-tuned Large Language Model is implemented with information retrieval capabilities that enables users to ask medical-related queries and retrieve their medical history using natural language. With the help of the voice interaction technology included in Module 3, users can interact verbally with the system by giving voice instructions, and the system will respond accordingly.**
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#  INTRODUCTION

The transition to computerized systems is significant for the development of medication record management and patient care in contemporary healthcare. Handwritten prescriptions, particularly in fast-paced environments such as hospitals, are often illegible, subject to medical errors, misinterpretation and potential vitality challenges for patients. Furthermore, patients frequently state. However, it is still difficult to navigate the maze of medical records and terminology, which makes it difficult to enter a medical narrative otherwise. In order to address these challenges, the current undertaking introduces a comprehensive organization designed to simplify medical record keeping and improve medical aid handling using data-driven tools. To provide a coherent and simplified healthcare experience, the organization should construct approximately three key components that work together.

The system is built around three key components that work in tandem to create a cohesive and efficient healthcare experience:

## Medical Data Extraction and Management

This module mainly focuses on extracting meaningful data from the prescription images, which includes important personal details such as patients’ medications, patient vitals (eg., height, weight) and their medical history data. Handwritten and printed text can be converted into structured information using hybrid Optical Character Recognition (OCR) architecture and Natural Language Processing(NLP).

Then the data is stored systematically stored in both structured and vectorized format, allowing for organized patient medical history management and easy retrieval. Progressive storage and analysis of this data will assist in future diagnosis and treatment.

## AI-Powered Medical Assistance Chatbot

This module enables users to communicate with databases in more of a conversational way. It is powered by a fine-tuned Large Language Model which is context aware to identify the difference between the patients’ specific queries such as any medical history related questions and other general queries such as symptom reasonings. The LLM is fine tuned with a broader knowledge of medical information.

## Voice-Enabled Interaction for Enhanced Usability

This module allows users to use their voice as a way interact with the system to increase accessibility, especially for people who find it difficult to interact using text-based methods. Using Speech-To-Text (STT) and Text-To-Speech (TTS) this module collaboratively works with Module-II to feed user voice input and then fetch the LLM’s output to communicate back to the user in natural sounding voice output.

 While empowers patients to take an active role in managing their health, these components together form a comprehensive system that improves the accuracy and efficiency of medical record-keeping. The main focus of this report will be on the development and implementation of the AI-powered medical assistance chatbot, detailing its architecture, functionality, and integration into the overall system, with a brief outline of the other components to provide context.

# Related Work

The use of AI- driven tools in healthcare, especially for the purpose of digitizing handwritten medical data has been extensively researched and various studies have been proposed to provide solutions for the same:

## Handwritten character recognition using convolutional neural network: Convolutional Neural Networks are implemented to recognize the characters from medical datasets. This forms the basis for a handwritten medical data recognition system.

## Chatbot for Healthcare System Using Artificial Intelligence: Medical chatbots using Artificial Intelligence can diagnose diseases and provide basic details about the diseases before consulting a doctor. These chatbots employ various techniques to provide personalized preliminary medical suggestions to patients.

## Handwriting Recognition for Medical Prescriptions using a CNN-Bi-LSTM Model: A hybrid bidirectional LSTM and CNN architecture can be used to build a recognition system that can function as a tool to process the handwriting of physicians in medical prescriptions.

## Limitations in existing works: Existing solutions lack integration between advanced OCR, NLP, and predictive diagnostics techniques within an interactive chatbot platform. This study fills the gap by combining these technologies to create a comprehensive tool for digitizing and analyzing handwritten prescriptions, extracting valuable insights, and enhancing patient engagement.

# System Overview

## Module Overview

This section outlines the three major modules that comprise the system:

### Module 1: Medical Data Extraction and Management – This module uses hybrid OCR combined with language analysis support for extraction and PostgreSQL and ChromaDB databases for information stoage.

### Module 2: LLM Chatbot – LLAMA 3.2 3B model that is fine tuned with medical dataset and instruct based custom dataset to manage the conversation context. It supports two prompts for concise and more detailed responses.

### Module 3: Voice Interaction System – uses an optimized Vosk model which is fine tuned on our custom voice dataset with various medical terminologies and accents.

Fig. 1. Modular overview of the proposed system.

## Features

### Medical Query Handling: The chatbot answers health-related questions based on an extensive medical knowledge base.

### Personalized History Retrieval: Users can access their medical records using conversational commands.

### Contextual Understanding: Advanced language capabilities allow the chatbot to respond with relevant and accurate information.

# Implementation

##  System modelling

### Domain-Specific LLM Fine-Tuning: To ensure clinical accuracy, we fine-tuned a pretrained LLM (Llama 3.2 3B) using a hybrid dataset by combining:

#### Disease Symptom Knowledge Base (DSKB): obtained from peer-reviewed clinical guidelines and symptom disease mappings (e.g., ICD-10 codes), which emphasizes differential diagnosis patterns.

#### SymCAT-derived dialogues: 10,000 synthetic physician patient interactions were generated using SymCAT’s symptom logic and real-world diagnostic reasoning are simulated.

#### Reinforcement Learning with Clinical Feedback (RLCF): A novel reward model trained on evaluations by 3 physicians penalized hallucinated treatments (e.g., incorrect drug-disease pairings) during RLHF fine-tuning.

System prompts were engineered to incorporate HIPAA-compliant phrasing (e.g., avoiding explicit patient identifiers) as user personal data privacy is important and also it maintains conversational flow.

### Speech-to-Text (STT) Pipeline Optimization: To address frequent ASR errors in medical terminology (e.g., "metformin" → "med formin") :

#### Trained a BERT-based error correction module on 50 hours of doctor-patient dialogues(custom generated), reducing medication name transcription errors by 32% (F1=0.91 vs. without BERT’s 0.79).

#### Augmented the VOSK model with a custom pronunciation lexicon for 5,000 medical terms derived from UMLS Metathesaurus, prioritizing drug names and anatomical terms.

### Dual-Mode OCR for Medical Documents: A two-stage OCR system was implemented to process handwritten prescriptions and structured EHR forms:

#### Kraken OCR: Fine-tuned on 2,000 annotated prescription images (synthetic dataset with varied handwriting styles).

#### Custom CRNN Model: Trained with a spatial attention mechanism to localize critical fields (e.g., dosage, frequency) presciption documents. Discrepancies between outputs triggered a rule-based reconciliation module leveraging SNOMED-CT drug codes.

### Privacy-Preserving Architecture: The system isolated patient data through:

###  a) AES-256 encryption for chat data during sessions, with SHA-3 hashed keys linked to user sessions, which secured the data as it moved.

###  b) ChromaDB Vector Storage: The system stored prescription embeddings as FAISS-indexed vectors separate from personal information. A BERT-based de-identification layer trained to redact protected health information filtered query results

### Context-Aware Interaction System: The chatbot changes its outputs based on the situation using:

###  a) Confidence-Calibrated Responses: A logistic regression classifier (experts labeled 5,000 Q&A pairs to train it) gives 0–1 confidence scores to different diagnoses. Scores below 0.7 make the system add disclaimers and suggest seeing a doctor.

###  b) Real-Time Retrieval Augmentation: A mixed retriever (BM25 + Hugging Face Embeddings) searches a limited part of UpToDate and DrugBank APIs. A BioBERT re-ranker then processes the found passages to remove old or non-peer-reviewed content.

### API Infrastructure: A Flask-SocketIO backend was extended with:

a) *Contextual Memory Threading:* Patient histories were cached as encrypted JSON Web Tokens (JWTs), enabling cross-session recall without persistent server-side storage.

b) *Rate-Limited Medical API Gateway:* Integrated with FHIR standards to fetch lab results from demo EHR systems (Epic, Cerner), throttled to 5 requests/minute to mimic production safety constraints.

## Workflow

### 1) Upload prescriptions and other documents.

2) Speech Recognition: Its Translates user voice commands into text which is processed.

3) Chatbot Interaction: The text-based input is processed by using the LLM-powered chatbot.

4) Audio Response: Utilizes TTS to produce spoken answers

## System Integration

All the three modules Prescription Digitization, Intelligent Chatbot Interactions, and Voice based Communication are connected to a common architecture. It allows data to move freely between modules for real time processing, scalability, and ease of use. Integration features include:

*1. Dynamic Data:* The OCR system digitizes prescription information in real-time, enabling the chatbot full access to that data for intelligent, contextual conversation.

*2. Scalable Backend:* The Flask-Socket IO API enables thousands of users to interact with each other simultaneously. The system uses rate-limiting and load balancing, ensuring stability even during peak loads.

*3. User-Centric Design:* The system responds to preferences dynamically

# Conclusion and Future Work

## Results

The system was evaluated based on accuracy and response relevance across its three core modules. Some of the performance scores are presented below:

1. OCR Evaluation Scores

|  |  |  |  |
| --- | --- | --- | --- |
| **Model** | **Handwritten CER** | **Structured Form CER** | **Field Localization** |
| Kraken OCR (Baseline) | 2.8% | 2.1% | 88% |
| +CRNN Fine-tuning | 1.5%  | 1.2% | 95% |

1. Voice STT Evaluation Scores

|  |  |  |
| --- | --- | --- |
| **Model** | **error Rate**  | **F1- SCORE** |
| VOSK (baseline) | 12.3% | 0.79 |
| BERT Error Correction | 8.4% | 0.91 |
| Custom Lexicon | 6.9% | 0.94 |

1. LLM Evaluation Scores

|  |  |  |  |
| --- | --- | --- | --- |
| **Metric** | **Baseline LLAMA 3.2 3B** | **Fine-Tuned LLM** | **Improvement** |
| Diagnostic Accuracy | 84% | 92% | +8% |
| Confidence Scoring Precision | 72% | 89% | +17% |
| Response Time (sec) | 1.8 | 1.2 | -33% |

## Conclusion

This multi-module system offers an effective solution to the challenges faced in medical record-keeping and communication in healthcare. By integrating OCR, NLP, LLMs, and voice interaction in the system, it effectively addresses significant gaps in medical data processing and data accessibility. The system converts handwritten prescriptions into digital data and thus, allows for smooth integration into electronic health records. This aids in minimizing errors and improving workflows. Furthermore, the chatbot module with advanced conversational skills, provides an effective way to access personalized medical data. The addition of voice interaction makes the system more useful by opening it up to users with different needs and abilities.

## Future work

Future advancements to the system seek to address a variety of needs and concerns such as extending support for multiple regional languages, enhancing the system’s ability to handle more complex medical queries, and exploring further improvements in voice recognition accuracy for better user experience. These advancements will aid in making the system more widely accessible and efficient.
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